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Path Planning:
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Assign each edge a 
probability!

stochastic graph



Path Planning:
Stochastic Graphs
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Optimal Policy in Stochastic 
Graphs
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strategy
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How does this 
relate to robotics?



Robotics Navigation

THE GOAL

THE ROBOT

LANDMARKS



Robotics Navigation

POSSIBLE 
ROUTES

LOW 
PROBABILITY

HIGH
PROBABILITY



Robotics Navigation

Nodes: 
Edge Cost: 

Edge Probability: 

Generalized Form



Robotics Navigation

Nodes: 
Edge Cost: 

Edge Probability: 

What if the robot 
can’t move?

NOT TRAVERSABLE

Current time = t



Robotics Navigation

Self-Edge Cost: 

Self-Edge Probability: 

Nodes: 
Edge Cost: 

Edge Probability: 

Generalized Form



Robotics Navigation

Self-Edge Cost: 

Self-Edge Probability: 

Nodes: 
Edge Cost: 

Edge Probability: 

Looks like a 
stochastic graph!

Generalized Form



How do we find 
the solution?



We can use the Markov 
Decision Process (MDP) 
framing to help solve it!



Markov Decision Process (MDP) 
Overview



Framing the MDP for the system

STATES

What are the …
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Framing the MDP for the system
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Framing the MDP for the system

ACTIONS

STATES

REWARDS
What are the …

TRANSITIONS



Robotics Navigation & MDP

Generalized Form

Agent
Robot

Reward
Edge cost

State
Position

Action
Edge chosen

Transition
Chance of edge



Rewards & Utility

Reward

Utility

●



Optimal Policy, Maximum Utility

Rationality

Utility and Policy

Optimal Policy

Optimal Policy: The set of actions that maximizes
utility



Utility & Time Horizons

GREEDY

Just considers the reward 
for the next step.

TIME HORIZONS

Utility is defined as the sum 
of the rewards over T 

timesteps.

INFINITE

Considers the reward for an 
infinite future.



Dynamic Programming (DP) & MDP
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Dynamic Programming Approach
Markov Assumption

Recall the stochastic graph 
from the beginning



Dynamic Programming (DP) & MDP
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Dynamic Programming (DP) & MDP
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Dynamic Programming Approach



Solving the Problem

Transition Probability 
Matrix

Value Iteration or 
Policy Iteration?

Find the optimal 
“instruction”



Solving - Adjacent Nodes

Can represent which 
nodes are adjacent in 
matrix format

Example :Node B is adjacent 
to C, D, E and itself. 
Array representation for 
nodes adjacent to B:
 A, B, C, D, E, F
[0, 1, 1, 1, 1, 0]
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C D

E F



Solving - Probability

What is the probability to 
move from one node to 
another?

From previous example, the 
nodes adjacent to B
 A, B, C, D, E, F
[0, 1, 1, 1, 1, 0]
can have a possible set of 
probabilities of  
[0, 1, 0.2, 0.5, 0.3, 0]

A

B

C D

E F



Why does the 
probability 

matrix matter?



Because it will help 
calculate how good the 

current state is! 
(and what might happen after taking some action)



Value Iteration



Calculate 
Optimal Policy

Calculate new 
Value Function

Solving - Value Iteration

Optimal Value 
Function?

True FalseIf New value ≅ old value



Policy Iteration



Solving- Policy Iteration

Start

Compute 
an 

Improved 
Policy

Calculate 
the new 

value 
function!

End



Comparing Value & Policy Iteration

Value Iteration

Policy Iteration



Comparing Value & Policy Iteration

Value Iteration

Policy Iteration



Thanks for 
Listening!

Resources used

■ Robotics applications: 

■ Markov Decision Process Background: 


